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Introduction:  Genome-wide association studies (GWASs) are powered by analyzing and learning from 
large amounts of data. Due to the sensitive nature of individual-level genotype data, such large datasets are 
sometimes hard to come by. A common strategy is to merge smaller datasets by identifying and removing 
duplicate individuals using one-way cryptographic hashing of the genotype [1]. In practice, however, we are 
often unable to obtain the entire genotype array due to privacy concerns and divergent data collecting 
purposes. Therefore, we want to find a small subset of SNPs to represent each individual that provides 
sufficiently low collision rate. In this study, we approach the challenge in selecting SNPs to identify duplicate 
individuals and explore methods using entropy and Linkage Disequilibrium (LD) [2] information. 

 
Materials and Methods: In this study, we use the 1000 Genome Project dataset [3], with 2504 individuals, 
each with 5756 SNPs. We filter out all intronic SNPs and genes other than BRCA1 and BRCA2, as our target 
data sources focus on analyses of the BRCA genes, leaving 525 SNPs. We consider two methods to eliminate 
SNPs from this set, namely Shannon Entropy and LD information. A low entropy indicates similar allele 
distribution for a large proportion of patients and hence low distinguishability, so we want to remove SNPs 
with low entropy. We also use 𝑟" values in LD information from SNP Annotation and Proxy Search (SNAP) 
[4] to identify haplotypes, SNPs in which are inherited together and tend to provide similar information. Hence, 
for SNPs in the same haplotype, we want to only keep a few in our selection. We combine these two methods 
in two ways: Composite, where we simply apply the two methods sequentially, and Knapsack, where we solve 
a knapsack problem [5], an optimization problem, with value and weight functions based on entropy and LD. 

 
Results and Discussion: Both methods achieve high identifiability with a relatively small set of SNPs, where 
identifiability is computed as the fraction of uniquely identified patients. For Composite, we remove SNPs 
with high 𝑟" and select the top k SNPs ranked by entropy, varying k. For Knapsack, we empirically determine 
the maximum weight and vary the selection size k. As a baseline, we simply select SNPs according to their 
entropy ranking. The results are below. Composite performs best overall. While Knapsack is reasonably good, 
the baseline surpasses when k is large. We also consider various levels of birth information (not presented). 
As expected, the granularity in birth information has a positive effect on identifiability. 

 
Conclusions: We can identify 60% of the individuals with 14 SNPs using the Composite solution. This can 
be boosted to 93% with 9 SNPs if we also consider the birth year of the individuals. 
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Figure 1: Identifiability versus number of SNPs used. 
Composite corresponds to results where SNPs with high 
𝑟" are removed, and the top k SNPs, ranked by entropy, 
are selected; Knapsack corresponds to results where we 
solve a knapsack problem with a fixed maximum weight; 
and Baseline corresponds to selecting SNPs based on the 
entropy ranking only. 
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